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Colexifications are pervasive in language, and often systematic (François, 2008; Jackson et al., 2019; Xu
et al., 2020). For instance, the colexification of toe and finger is found in at least 135 languages (Rzymski
et al., 2020). We examine the interplay between two competing pressures that affect how languages are
shaped, and that may partially explain cross linguistic patterns in colexification: the cognitive pressure
for simplicity, and the communicative pressure for complexity.1 Indeed, a growing body of research
supports the idea that languages are efficient in the sense that they strike a good balance between infor
mativeness and simplicity (e.g., Christiansen & Chater, 2008; Regier et al., 2015); we provide evidence
for such a balance in crosslinguistic colexification patterns. In particular, we propose a Goldilocks prin
ciple according to which meanings colexify when they are related enough to foster cognitive economy,
and at the same time not too confusable in actual language use. We provide support for this principle
using data about over 2200 languages and 1400meanings harvested from CLICS3 (Rzymski et al., 2020),
the largest crosslinguistic database of colexifications available to date.
We first fit a generalized additive logistic model to the colexification data. The model characterizes

how likely a pair of meanings is to colexify in a given language as a function of a datainduced estimate of
relatedness: the first principal component (PC1) of two semantic relatedness measures –distributional
similarity, using pretrained embeddings (Grave et al., 2018), and associativity, using association norms
(De Deyne et al., 2018). The models are also passed information about how often a pair of meanings
colexifies in other languages, to control for the effect of language contact and common linguistic ancestry
(Jackson et al., 2019; Xu et al., 2020). Figure 1A shows the marginal effect of semantic relatedness in
the model, and Figure 1B provides illustrative sample predictions. As predicted under the Goldilocks
principle, the induced pattern is linear at first and changes for high relatedness values; however, the
effect may less strong than we anticipated (see shaded area for the credible interval).
We do a second analysis, not reported in full for space reasons, that specifically targets confusability,

since our hypothesis is that the observed decrease in colexification likelihood for highly related meanings
is due to their confusability. We find that indeed, among related meanings, more confusable meaning
pairs like leftright colexify less across languages than other meaning pairs that we argue are not as
confusable in actual language use (e.g. toefoot).
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Fig. 1: A: Marginal effect semantic relatedness (PC1, in standardized units). Shading shows 95% credible intervals.
A smooth function is inferred from the data and characterizes how the contribution of PC1 to colexification likelihood
changes across its values (on the logit scale). B: Example of mean posterior predictions for meaning pairs.

1 This abstract summarizes the work published in Brochhagen & Boleda (2022).
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