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Languages are diverse. At any level of structure, from phonemes to discourse, we find a multitude of
encoding strategies used across the circa 7000 thousand spoken and signed languages of the world. A
crucial step to understand this diversity is to map out the space of possible languages. One dimension
of this space is the diversity of words used to encode different meanings (cf. Gibson et al., 2017; Majid
et al., 2018; Zaslavsky et al., 2018).
From an information-theoretic perspective, the encoding potential of words – their entropy (H) – con-

stitutes an upper-bound on the mutual information (MI) with their meanings. Assume a set of words
W and a set of meanings M . It follows from standard information theory that (Ferrer-i-Cancho & Díaz-
Guilera, 2007, p. 13)

MI(W,M) ≤ H(W ). (1)

In other words, the entropy is a fundamental restriction on (unambiguous) information transfer. While
for natural languages it is hard to realistically estimate the mutual information between words and mean-
ings, the entropyH(W ) can be estimated based on written material and transliterated spoken language.
Orthographic word entropies have been recently estimated for diverse languages and texts (Monte-

murro & Zanette, 2011; Bentz et al., 2017; Koplenig et al., 2017). Non-trivial lower and upper bounds
on word entropies emerge from this research. These bounds are likely related to the trade-off between
ease of learning and expressiveness. It has recently been shown that low word entropy distributions
facilitate language learning in children (Lavi-Rotbain & Arnon, 2022). High word entropy, on the other
hand, facilitates rapid information transfer (Ferrer-i-Cancho & Díaz-Guilera, 2007). At the level of words,
natural languages are neither perfectly learnable, nor perfectly expressive. Their encoding potential is
the outcome of both pressures acting simultaneously.
However, there are several recurring question with regards to this information-theoretic research:

• Since orthographic words are (somewhat) arbitrary units of writing (Haspelmath, 2011;Wray, 2015),
what happens to these bounds if we steer away from orthographic words, and rather use subword
patterns as units?

• Are written and spoken languages located in different areas of the entropy space?

• Does higher entropy on the signal side of a language (i.e. words or subwords) imply higher entropy
of this language in general?

In this talk, these questions are addressed based on current research.
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